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Abstract 

The project was concerned with optimizing performance in complex network content 

dissemination and cloud systems. We employed tools of queueing theory, convex optimization 

and control theory, to study how to disseminate content in a distributed network, managing 

tradeoffs in efficiency, energy, and resource allocation. Fluid models provide a tractable path to 

represent these high dimensional problems, retaining accuracy in key performance questions.  

A first line of work, initiated in our previous AFOSR/SOARD project, concerns peer-to-peer 

dissemination in wireless ad-hoc networks. We focus on the necessary tradeoff between an 

efficient use of the network substrate, and the necessary reciprocity between peers, aspects that 

may be in conflict in the wireless setting. Our results published in [5] use convex optimization to 

formulate a relevant tradeoff, and propose decentralized algorithms which involve peer-to-peer 

interactions, and are shown to converge to the corresponding tradeoff point.  

A second line of contributions referred to the optimization of cache systems, a widespread 

method of content dissemination. In [2, 3] we address the question of which files to cache and its 

impact on performance; we worked in the setting of time-to-live (TTL) caching, where the 

decision involves a choice of timer for each stored content, and its relative popularity must be 

considered. We formulate a relevant optimization problem, and solve it in cases of practical 

interest. Numerous insights on practical caching mechanisms result from this mathematical 

analysis. Extensions of the method to networks of caches were tackled in [4]. 

A third direction concerned cloud computing and server systems, where processing resources 

may be adjusted dynamically in real time. The main question is how to control active service 

capacity, and how to allot it to current jobs, to pursue relevant performance objectives, in 

particular: fast response, energy savings, and predictable use of resources. An initial study which 

concerns smoothing of service capacity and has implications on power is [1]. More recently we 

have tackled the question of speed scaling in a cloud system, and shown in [6] that important 

performance gains can be obtained through fluid models and a control systems perspective.   
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Accomplishments/New Findings  

We report separately on the areas of research indicated in the abstract. 

1. Wireless P2P dissemination. 

The efficient dissemination of a large content file among a set of network nodes requires the 

orchestration of multiple transfers, within the constraints of the communication substrate. In 

unstructured or aggressive environments where wireless ad-hoc networks are deployed, such 

dissemination must be arranged without a central network planner, and efficiency must be 

pursued by decentralized algorithms. Among them, the peer-to-peer (P2P) approach in which 

nodes exchange pieces of the file is an attractive option; however it has mostly been studied in a 

very different context, the wired Internet. In our work [5], continued from our previous project 

we investigated the challenges of P2P dissemination in the wireless substrate. In particular: 

 

• Peering choices must take into account channel bandwidth. A tradeoff arises between the 

most efficient channel use and the requirement for peer reciprocity in the exchange. Our 

results formulate this mathematical tradeoff and decentralized algorithms to adjudicate it.  

 

• Interference between wireless channels implies peer interactions are no longer independent, 

so a scheduling question arises. We show how to solve our efficiency/reciprocity tradeoff in 

this setting, by decoupling the problem through dual decomposition between the peer and 

medium access layers; the latter problem can be approximated by a Markov approximation 

scheme.  

 

 

2. Optimizing cache systems.  

On the opposite end of the dissemination question are content distribution networks (CDNs). 

These are highly structured networks of caches, maintained to hold the content of most interest 

closer to user demand, so as to reduce latency in the response time to download requests. A 

central question here is the decision of which content to store in these caches, and for how long, 

to obtain the best performance under distributed cache management. Our contributions to this 

problem were: 

• In [2, 3] we investigated the optimization of storage time decisions in time-to-live (TTL) 

caches. In this arrangement, if a cache receives a request for a certain file, it keeps a copy and 

starts a timer, upon whose expiration the file is evicted, unless a new request is received first. 

The main decision variable is the selection of the timer value, which should depend on the 

popularity of the file. In our approach, for a renewal process of requests we express the 

occupation and “hit” probabilities as a function of the timer choice; the former is the fraction 

of time spent in the cache, the latter is the probability an arriving request will find the file in 

the cache. A natural optimization problem is formulated: maximize the hit probability for a 

given cache size. We show the solution depends on the request arrival process, in particular 

the hazard rate of the inter-arrival time distribution. In particular the alternative of caching 

permanently the most popular files need not be the optimal, it fails for the important case of 

bursty, heavy-tailed arrival process. Focusing on this case and on a Zipf-law for file 
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popularities, we characterize the optimal policy and simplify its description by an appropriate 

fluid limit. This analysis, while applicable to the optimal TTL policy, also uncovers 

properties of other popular cache replacement policies, such as the LFU (least frequently 

used) and LRU (least recently used) rules for file eviction.  

 

• In [4] we considered the situation of arrays of caches. In this case, rather than a purely 

autonomous operation for each cache, we consider the option of coordinating between them 

by moving files from one cache to another. This includes both pulling  popular files gradually  

down the hierarchy, from the far-away repositories to the request sites, and also pushing 

evicted content upstream, in an attempt to keep it within a few hops of the requests.  A 

number of alternatives in this regard have been identified. In our work we carried out 

experimental studies with the LRU policy, and analytical ones with TTL caches, 

characterizing parameter settings where the cache system achieves an efficient operation.  

  

  

3. Speed scaling in server and cloud systems.  

 

Current-day data centers and cloud computing systems are centralized facilities handling a large 

and aggregate load, varying in time. Rather than having them on at maximum capacity all the 

time, their processing speed can be scaled in a dynamic manner. This feature, together with 

scheduling decisions on arriving jobs, allow trading off response time with other desirable 

features, such as saving energy or producing a smoother usage profile.  

The study of queueing systems under variable service capacity is comparatively under-

developed; we have contributed to it in this project.  

• In [1] we analyzed a system of deferrable jobs, whose individual service rate is controlled by 

a central entity. The main objective is to reduce the variability of the aggregate service 

capacity, subject to the constraint of meeting job deadlines. We analyze various control 

policies for this objective, with tools of queueing theory. The application to power systems is 

highlighted, where power variations are undesirable; but controlling variability has other 

applications as well.   

• A different but related problem, known in the literature as “speed scaling” or “right-sizing”, 

is to dynamically adapt the aggregate service capacity to queue occupation, and then use 

some scheduling discipline to allocate this capacity amongst jobs present. Relevant concerns 

are energy consumption and per-job response time, and their robustness to variations in 

exogenous load.  In our paper [6] we cast the problem in the setting of feedback control, 

using a fluid model of the queueing system; in this framework the problem is of designing a 

controller to track the exogenous demand, and the prior work can be seen as restricting the 

controller to a static function. By allowing for a dynamic controller, in particular a 

proportional-integral law, we show how the relevant performance tradeoff can be improved. 

We further indicate a discrete server implementation of this control law, based on a mix of 

dedicated servers and pooled helpers; its performance was evaluated analytically and by 

simulation.  
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